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FBST for Cointegration Problems 
M.Diniz*^ C.A.B.Pereira* and J.M.Stern*^ 

* University of Sao Paulo, Institute of Mathematics and Statistics 
^ diniz_marcio@yahoo.com.br jstem@ime.usp.br 

Abstract. In order to estimate causal relations, the time series econometrics has to be aware of 
spurious correlation, a problem first mentioned by Yide [21], To solve the problem, one can work 
with differenced series or use midtivariate models like VAR or VEC models. In this case, the 
analysed series are going to present a long run relation i.e. a cointegration relation. Even though 
the Bayesian literature about inference on VARA'EC models is qiute advanced, Bauwens et al. 
[2] highlight that "the topic of selecting the cointegrating rank has not yet given very useful and 
convincing results". 

This paper presents the Fidl Bayesian Significance Test applied to cointegration rank selection 
tests in multivariate (VAR/VEC) time series models and shows how to implement it using available 
in the literature and simulated data sets. A standard non-informative prior is assumed. 

Keywords. VAR/VEC models, e-values, FBST, cointegration, reduced rank regression. 

INTRODUCTION 

One of the main goals of econometrics is to estimate causal relations. However, since 
the seminal work of Yule [21], it is known that spurious regression is a possible danger 
when one works with time series data. This problem might arise specially if the variables 
are integrated or, what is the same, have unit roots. One approach is to test the series for 
unit roots and then, if they are integrated, adopt the procedures to make them stationary, 
usually by differencing it. Another way is to estimate cointegration relations between 
them. The most used instrument to do this is the VAR (Vector Autoregressive) or VEC 
(Vector Error Correction) models. 

In recent work the authors presented the FBST is applied to unit root tests [2]. Fol
lowing this path, we demonstrate here how to apply the same procedure to cointegration 
problems. In the Bayesian literature there is a great number of works related to coin
tegration models, specially those concerned with the inference about the cointegration 
space parameters. These works usually assume that the cointegration rank^ takes some 
value and all the inference is made conditionally on this conjecture. 

On the other hand, the research about Bayesian cointegration tests is making ad
vances just recently. Following the Bayesian orthodox approach, the proposed tests are 
based on Bayes factors and this way of treatment of sharp hypotheses has well docu
ment shortfalls. As highligthed by Bauwens et al. [2], using a posterior odds approach 

Testing, for instance, if three series are cointegrated we can find that there is none cointegration relation 
or that there is one or that there are, at most, two cointegration relations. The number of cointegration 
relations is given by the rank of the long term impact matrix, n . 
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leads to rather heavy computations and requires definition of proper prior densities, see 
Kleibergen and Paap [11] Villani [20] and Sugita [19]. Since the hypotheses concerning 
the cointegration analysis, when one uses VAR/VEC models, are sharp hypotheses, our 
main contribution is to present a full Bayesian significance test for cointegration prob
lems. We do not attach a prior probability to null measure sets, and suppose a standard 
non-informative prior, what is not always possible when working with Bayes factors. 

THE VARA^EC MODEL 

Consider a n dimensional vector Yt = [yit,--- ,ynt]' whose data generating process is a 
VAR(p): 

^lYt-i -^pYt-p+Et. (1) 

where Et ^ W„(0,E). It is possible to include deterministic terms in the model but, in 
this case, the results shown here are not invalid . Writing explicitly, we have: 

yit 

L ym 

f̂P Pi'j 

^(1) 

" yi,t-i ' 

. ynf-l . 

+ . .+ 
f̂f' 
{p) 

L r„ i 

>^ 

dp) 

' yi,t-p' 

. yn,t-p . 

+ 
' £ 1 / " 
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*i? 

Till 

Tin 

<P, (i) 

eEt = 

£i,i 

to / = l,...,p et = l,...,T. 

The model (1) can be reformulated as an error correction model: 

AYt = riAYt-i + ... +rp_iAy,_p+: 

.Ay„t]',ri = -{<Pi+i + ...<Pp)to 

+ YlYt-i+Et. (2) 

= l , 2 , . . . , / 7en = - ( 4 - < I > i -where AYt = [^yu 
. . . - O p ) . 

To know if the component series of Yt are cointegrated we observe the rank of the 
matrix 11, p (n ) . If it is null, all the 11 eigenvalues are null and this matrix is the null 
matrix. This means that <I>(l) = <I>i + ... + <I>p has all the eigenvalues equal to one and, 
hence, the Yt components are, at least, 7(1) and the valid representation is a VAR(p-l) 
in first differences^. If p (11) = n, all the 11 eigenvalues are not null, meaning that the 4> 
eigenvalues are less than one. In this case, the Yt components are stationary and the vahd 
representation is the VAR(p) for the level of the series, as in (1). 

Finally, if 0 < p (n ) = r <n, there is « — r null eigenvalues and r not null. Therefore, 
the Yt components are, at least, 7(1) and the vahd representation is (2) with 11 = a/3' 
where a and /3 are matrices nxr with rank r. It is said that in the /3 matrix we find the r 
cointegrating vectors and the matrix a is load matrix. The FBST was specially designed 

It is possible that the component series of Yt are 1(2) and, in this case, the error correction model would 
be written using A^Yt as dependent variable. 
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to give an epistemic value, or value of evidence, supporting a sharp hypothesis H and 
- see above - the cointegration analysis using VAR/VEC models is made by the study 
of sharp hypotheses. Hence, to know if n series are cointegrated one should study the 
hypothesis H -.0 < p(Jl) = r <n and, accordingly to the e-values obtained, decide if 
they are cointegrated and, if they are, the number of existent cointegration relations. 

COINTEGRATION TESTS 

The tests developed by Johansen [9] and Johansen and Juselius [10] focus the attention 
on the rank of 11 and try to determinate the number of non-null eigenvalues of this 
matrix. Once found, the n eigenvalues of 11, are ordered Ai > A2 > , . . . , > A„. If they are 
all statistically equal to zero, the series are not cointegrated. To test these hypotheses, 
the authors developed the maximum eigenvalue and the trace tests. The first one is based 
on what follows: if one wants to test if p (11) is fe, 0 < fe < «, against the alternative to be 
fe+ 1, calculates: 

Kax{k) = - r i n ( l - A j : + i ) 

since, if Xk+i :i; 0, the statistic will be close to zero and it will not be possible to reject 
Ho once this result implies that Ai > A2,..., Aj; > 0 and, therefore, p (n ) = k. 

The trace test adopts as hypothesis that p(n) is less than or equal to k, k as before. 
The alternative implies that the rank is bigger than k. The statistic is, therefore: 

ltr{k) = -T f^ ln{l-Xi). 
i=k+l 

If this sum is statistically zero, the « — fe smallest eigenvalues are null and, therefore, 
it will not be possible to reject the hypothesis that p (11) is smaller than or equal to k. As 
shown by Hamilton [5], the asymptotic distribution of Xtr is a multivariate generalization 
of the ADF test and depends on the « — fe dimension and on the deterministic terms 
used by the model being tested. The same occurs with the asymptotic distribution of 
}imax- The critical values found by Osterwald-Lenum [16] and MacKinnon et al [15] are 
asymptotic. 

NUMERICAL EXPERIMENTS AND RESULTS 

Using matrix notation, the error correction model (2) can be written as: 

where AF = 
" ^K+i' 

AF^ 
, z = 

^Y = 

AF' 

. ^n-i 

-ZB + E 

. . . Ay^_^+i 

Y' ' 
Y' 

Y' 

, B = 

' Ti 

Tp- i 

n 

(3) 

and 

the error vector is given hy E '-^ MNTxn{^,'^®h), denoting the matricvariate normal 
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distribution^. 
Considering equation 3 and a non-informative prior 

/7(5,E) oc |E|-("+i)/2 

we have that the likehhood and the posterior are, respectively: 

p{AY\B,L,Z)oc \L\-^/^expl--tr[L-\AY-ZBy{AY-ZB) 

p{B,-L\AY,Z) oc |E|-(^+«+i)/2expl-i tr[E-i(Ay-Z5) '(Ay-Z5)]} 

= |E | - (^+«+i) /2exp | - i t r{E- i [S+(5-5) 'Z 'Z(5-5)]}} (4) 

- /«^*=(5|5,E®(Z'Z)-i)/;^(E|S,r) 

where B= {Z'zy^Z'AY e S = AY'AY - AY'ZiZlzy^z!AY. Besides, n represents the 
number of component series of Yt and k the dimension of B, which is fe x «. 

The posterior (4) is used by the FBST to test the rank of matrix 11. To exemplify, 
consider a bi-dimensional vector Yt generated by a VAR(l): 

y, = 4>iy,_i+£, (5) 

where Et ^ A^/2(0,E), and the same model written in the error correction form: 

Ay, = n y , _ i + £ , . (6) 

We want to test, for instance, HQ : p(Jl) = 1. To implement the FBST we have to 
find the posterior maximum under the space of the hypothesis being tested and then 
to integrate the posterior over the tangential set*. In this case, we assume that 11 has 
reduced rank and decompose it in two matrices of rank one and dimension 2 x 1, a e /3, 
in accordance to the Granger representation theorem, implying that 11 = a/3'. In order 
to define the restricted posterior (under HQ) in this situation, we write: 

n 
"11 

"21 
Pn P 12 

It is said that the vector X -^ MNpxqiy&cM,Q<2)P) if and only if vec(X) has a multivariate normal 
distribution, i.e., vec(X) -^ Npq{vecM,Q^P). 

•* The tangential set is defined by T{s*) = {6 e 0 | s{9) < s*} where 0 is the parameter space, Pnifi) 

the posterior, H the parameter space under the hypthesis being tested, s{6) = ^",L' and s* = s{6*) = 
supgg^x(6). The function s{6) is known as the posterior surprise relative to a given reference density, 
r{6). Its role in the FBST is to make ev(//) explicitly invariant under suitable transformations on the 
coordinate system of the parameter space. The tangential (to the hypothesis) set T = T{s*),ii a. Highest 
Relative Surprise Set (HRSS). It contains the points of the parameter space with higher surprise, relative 
to the reference density, than any point in the null set. When r{6) o< 1, the possibly improper uniform 
density,r is the Posterior's Highest Density Probability Set (HDPS) tangential to the null set H. The 
e-value is just /y/j,\ Pn{0)d6. 
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and maximize the posterior under this restriction. To test p (n ) = 0 is enough to test if 
n is the null matrix. When the vector Yt has n components the approach is automatically 
extended. In the following examples we compare the results given by the FBST with the 
maximum eigenvalue test. The reported p-values are asymptotic. 

Example 1: we simulated a two dimension VAR(l) with 50 observations, errors 
A^/2(0,E) and the following parameters: 

4>1 = 
O.J 
1 

0.1 
0.5 

eE = 
1 

0.5 
0.5 
1.5 

The 4>i matrix has eigenvalues equal to 1 and 0.3. Therefore, there is on cointegration 
vector. The test to p (n ) = 0 shows an e-value of 0.00428, taking us to reject the 
hypothesis. By testing p(n) = 1 we obtain an e-value of 0.99686, and this confirms 
the existence of one cointegration vector. The maximum eigenvalue test to HQ : r = 0 
against /fi : r = 1 reports a p-value close to zero and to HQ : r = I against Hi : r = 2, 
p-value of 0.4746, reaching the same conclusion obtained by the FBST, i.e. that there is 
one cointegration vector. 

Example 2: we simulated another two dimension VAR(l) with 50 observations and the 
following parameters: 

1 0 " 
4>1 = 0 1 e E as above. 

The matrix 4>i has both eigenvalues equal to one. Therefore, the series are 7(1) and 
do not cointegrate. The FBST to test p(11) = 0 gives an e-value equal to 0.4586, what is 
good evidence to not reject the hypothesis, as expected. The maximum eigenvalue test 
to HQ : r = 0 against Hi : r= I presents a p-value of 0.3889 and, therefore, the null is 
not rejected. 

Example 3: now we present a three dimension VAR(l) with 50 observations and the 
following parameters: 

" 1 0 0 1 r 1 0.2 0.2 " 
4>i= 0 0.5 0 e E = 0.2 0.5 0.2 

0 0 0.3 J [ 0.2 0.2 1 
The 4>i matrix has eigenvalues equal to 1, 0.5 and 0.3. Therefore there are two 

cointegration vectors. The FBST to test p (n ) = 0 gives us an e-value of 0.0151, and 
is possible to reject it. After testing p (n) = 1 we found an e-value of 0.0342, and 
also reject the hypothesis. Testing p (n) = 2 the e-value is 0.9991, what confirms the 
existence of two cointegration vectors. 

The maximum eigenvalue test reports a p-value close to zero for HQ : r = 0 against 
Hi •.r= I and to Ho.r = I against Hi: r = 2. The test ofHo:r = 2 against /f i : r = 3 
pesents a p-value of 0.11489. So, we do not reject this last hypothesis and conclude that 
there are two cointegration vectors. 

Example 4: we simulated a two dimension VAR(2) with the following generating 
process: 
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0.45 
1.1 

-0.2 
0.3 Yt-

0.35 
-0 .1 

0.3 
0.2 Yt-2+Et. 

where E = 
1 

0.5 
0.5 
1.5 

. We know that there is one cointegration vector since the 11 

matrix has eigenvalues equal to 1 and 0.3. 
The FBST reports an e-value of 0.0276 testing HQ : r = 0, taking us to reject it. 

The maximum eigenvalue test, testing this null against Hi : r = I presents a p-value 
of 0.0003. To test Ho:r= I ,the FBST reaches an e-value of 0.9972 and the maximum 
eigenvalues test, against / f i : r = 2, a p-value of 0.4392. 

Example 5 (Johansen and Jusehus, 1990): now we apply the FBST to the Finish data 
set used by Johansen and Juselius in their seminal work. 

The authors used the series in natural logarithms of the Ml monetary aggregate, 
inflation rate, real income and the primary interest rate set by the Bank of Finland to 
model the money demand which, in theory, follows a long term relation. The sample 
has quarterly observations and starts at 1958:02 and goes until 1984:03. The chosen 
model was a VAR(2) with unrestricted constant and seasonal dummies for the first three 
quarters of the year. Writing the chosen model in the error correction form, we have: 

AYt = fi+^A+riAy,_i + ny,_i + E^ (7) 

where 11 = 4>i + 4>2 — /, Fi = —4>2, jU is the constants vector and A has the seasonal 
dummies. This vector could also contain another deterministic variables. It is assumed 
tha t£ , -W4(0 ,E) fo ra lU= l,...,T. 

To make the FBST implementation easier, given the great number of parameters to 
be defined at the maximization and integration steps, we use the Frisch-Waugh-Lovell 
theorem. We run the auxiliary regressions: 

AYt = fi' + ^ ' A + r'l Ay,_i + Ro,t 

and then we can work only with the residual vectors to study the rank of U, since the 
theorem assures that 

•'̂ o,̂  =^Ri,t-i+Et, 

being Et the same of (7). The results are reported in the table below. 
The authors concluded that there is, at least, two cointegration vectors, the same 

conclusion reached by the FBST. 

Example 6 (Lucas, 2000): we apply, as a last example, the FBST to a US data set used by 
Lucas [13]. The observations have annual periodicity and go since 1900 until 1985. We 
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TABLE 1. FBST and maximum 
eigenvalue test applied to Finish data 
of Johansen and Juselius (1990) 

Ho FBST Xnax p-value 

r=0 0,0006 38,489 0,0007 
r=l 0,0505 26,642 0,0060 
r=2 0,9726 7,8924 0,3983 

TABLE 2. FBST and maximum 
eigenvalue test applied to US data of 
Lucas (2000) 

Ho FBST Xnax p-value 

r=0 0,0145 25,334 0,0101 
r=l 0,9299 4,2507 0,8271 

tested for comtegration between real national income. Ml monetary aggregate deflated 
by the GDP deflator and the commercial papers return rate. We adjusted a VAR(l) with 
unrestricted constant. The data are used in natural logarithm and the results follow below. 

These results show that the proposed procedure reaches the same conclusions that 
the Johansen and Jusehus procedure. However, it is a full Bayesian test that can be 
implement even with improper priors and that obeys the likelihood principle. 

CONCLUDING REMARKS 

The FBST shows, once more, its versatihty. The unit roots and cointegration frequentist 
tests need simulations to find their critical values since their statistics have distributions 
that can not be calculated anahtically. If the researcher is working with samples that 
do not have critical values "tabulated", the asymptotical approximation or the closest 
sample size, whose critical values were calculated, are used. This can be a problem 
specially in small samples because the simulations assume that the data follow given 
distributions, usually the gaussian. 

The FBST, however, does not need any hypothesis about the sample size and can be 
calculated assuming any parametric distribution for the data. 
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