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SUMMARY

Two models for analyzing discrete time series of qQualily data are suggested. They enable analysts to
extract information from data and from experts in a very effective way. The Additive model should be
used for processes that degrade as time goes by (processes that age, for instance). The Multiplicative
model fits processes that improve with lime (processes that depend on learning). In the case thal
the process varies, sometimes getting better and sometimes getting worse, both models should be
alierngted according to the process behavior. Simulation is used to validate the proposed models and
t0 evaluate their performances.
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MEASUREMENT PLAN: INFLUENCE DIAGRAM; STATISTICAL CONTROL:
EXCHANGEABILITY: GAMMA DISTRIBUTION: BETA DISTRIBUTION; POISSON
DISTRIBUTION.

1. INTRODUCTION

Quality audits are performed by inspectors in production processes in order to report product
quality to management. A quality audit is a structured system of inspections done continu-
ously on a sampling basis. Sampled product is inspected and defects are assessed whenever
the product fails to meet engineering requirements. The results are combined into a rating
period and compared to a quality standard which is a target value of defects per unit reflecting
a trade-off between manufacturing cost, operating costs and customer nced.

The models presented in this paper aim to replace the Quality Measurement Plan (QMP),
which was implemented throughout AT&T Technologies in 1980 (see Hoadley (1981)). The
QMP is a statistical method for analyzing discrete time series of quality audit data consisting
of the expected number of defects given standard quality. The method is heuristic because
the model’s exact solution is mathematically intractable.

Two alternative models, namely the Additive model and the Multiplicative model, are
presented in this paper. They are exact, tractable and much easier to use than the QMP.

The Additive model was formulated in order to deal with production processes that
degrade as time goes by (processes that age, for instance). The Multiplicative model is
appropriale for pracesses that improve with time (e.g. processes that depend on leaming).
In cases where the process varies, sometimes getting better and sometimes getting worse
{behavior of an out-of-control process) both models should be alternated. This procedure is
straightforward due to the fact that the posterior distributions in both models arc of the same
nature,

The models ¢nable the analyst to extract information from the data and from the experts
that are involved in the problem in a very effective way. The expert knowledge is intrinsically
incorporated into the models. The information extracted from the available data updates the
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expert opinion via Bayes® theorem. Influence diagrams were very helpful to summarize the
dynamics of the modeling process.

Simulation has been used to validate the proposed madels and to evaluate their perfor-
mance,

2. NOTATION AND ASSUMPTIONS

Suppose there are T rating periods: ¢ = 1,..., T (current period). For period ¢, we have the
following data from the audit:

ny = audit sample size; z; = number of defects in the audit sample;

s = standard number of defects per unit.

€ = sng = expected number of defects in the sample when the quality standard is met.

The assumptions are the following: =, has a Poisson distribution with mean n A, where
A¢ is the defect rate per unit, If A; is reparametrized on a quality index scale, the result is:

& = Aifs = quality index at rating period £. In other words, 8, = 1 is the standard
value, Therefore, we can write: {x:]0,) ~ Poi{e8;).

The parameter of interest is fr, the current quality index. The objective is to derive the
posterior distribution of f7 given the past data, dr_;, and current data, 7.

Here dy—; = (21,...,2r—1) and dy is a constant.

The standard quality on the quality index scale is “one”. "Two" means twice as many
defects as expected under the standard, Hence, the larger the quality index, the worse the
Process.

3. THE ADDITIVE MODEL
3.1. Assumptions

This model is adequate for processes that degrade with time. It starts with a quality index
4, which may be thought of as the quality index for previous ratings. At each rating period
t, an increment &y, also unknown, is added so that the quality index at rating period ¢ = 1
will be 8) = @ + 6, the quality index at rating period t = 2 will be 82 = 8 + &) + &, and at
t = T, the quality index will be 8y =8 + 8; + ...+ ér.

Here we are assuming that e; is constant for all periods ¢ (and we will call it ) but the
model may be casily extended for the case in which e; varies from period to period,

This model does not require the assumption of exchangeability between lots, allowing
changes in the quality index from period to period. The following influence diagram repre-
sents the Additive model:
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Since usually many factors affect quality, there is a central limit theorem effect. Therefore
unimodal prior distributions for # and for the 4's are reasonable choices. A convenicnt
assessment is a gamma distribution, Hence:

0'“055‘) A Gamma(“o; ﬁo)

blay, By ~ Gamma(ay, i) where 3, = Fo 4+ (t— l)efort=1,... T,

The choice of ay and 3; is completely free, and will reflect the analyst's experience
about the initial quality index 6. The assessment of prior distributions for the é's is more
delicate, The choice of ay is also free but 5; is determined by o and by the period in which
the rating is being made. This feature makes the model work nicely. In order to fit a gamma
distribution with any mean she pleases, the analyst has to pick the right a;. Consequently,
there will be a trade-off between the mean and the variance of the &'s. Usually the choice
of the mean is more meaningful since the prior mean of é; expresses the average amount by
which the analyst judges that the quality index has increased from period ¢ — 1 to period t.
On the other hand. it is reasonable that the variance of §, hecomes smaller and smaller as ¢
increases and the analyst hecomes more acquainted with the production process.

If it is judged that the means of the 8's arc about the same for all rating periods, the
variances will be decreasing. Whenever the variance of §; becomes too small, the assessment
procedure must start all over again. In other words, ¢ must be reset to 1 and new gamma
distributions should be assessed for # and é; . These distributions should incorporate all the
knowledge the analyst has gathered up to the current rating period. Then, ag, Gy and ay will
be chosen freely and suitable means and variances for @y will be assessed.

At any rating period T, the quality index is given by 67 = 8+ 2, 6. It will be shown
in the sequel that the posterior distribution for 87 will be gamma with shape parameter
Y yar+ X7 |z and scale parameter (5 + Te) L.

The influence diagram that represents this model has 1o be constructed as time goes by
due to the dynamic nature of the model. The system may change at each rating period and
three new nodes will be added to the influence diagram.

3.2. The Solution

Let us start with rating period { = 1. Based on previous knowledge about the production
pracess, prior distributions for both, & and &8; should be assessed. The comresponding influence
diagram is:

8~ Glag.Bo)

81~ G(afa

(x118, ;) ~ Poi(e® +3))

Figure 2.
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Let 8 ~ G(aq, By), 6, ~ G{ay, B) and 8 11 6|, @y, Fo'P.
Then &, = (8 + 6;) ~ G(ap + a1, 5).

Consequently:

(80 011 apo180 ~ Gl agray8o)

° (xllel)-Poi(eO,)

Figure 3.

Our objective is to compute the posterior distribution of @), the current guality index at
rating period ¢ = 1, given the number of defects found in that period, z;. This corresponds
10 an arc reversal operation in the influence diagram framework.

The updated influence diagram is:

(8|lxl)~G(ao+a,+xl.ﬂo*e)

Figure 4.

Now we proceed 10 period ¢ = 2. The first step is to assess a prior distribution for &, the
increment experienced by the production process from time ¢ = 1 10 ¢ = 2, and here comes
the advantage of this model. At this point the analyst may have some information about the
process that she did not have at period ¢ = 1. It may have been noticed, for instance, that
there is a small flaw in the system that might be increasing the quality index by an amount
A, on average. Therefore, the analyst is able 1o choose the shapc parameter of the gamma
distribution, @z, assessed for &, so that z22- = A, According to this reasoning, &; will be
assessed using a gamma distribution with parameters az = A(8p +¢€) and 82 = By +e. The
influence diagram for { = 2 is:

(1) The symbol I means “is independent of ™. In this case. & is conditiosally independent of & given g, oy, 5.
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&y~ Gl ayfg+ )

N\ (81 %))~ G{agr a;+xy, Pot+e)
8y=0+d) | 1% Qg ay+ Xy

(2,18, B,) ~ Poi [o(8 14 32)

2
By the same argument used previously, 82 =81 + 86 ~ G ( Sor+z, 8+ e). Then:
=0

2
0,281 +8,) (01%)~G( gan x1, Bo+e)

Q Q (3 182 ) ~ Poi( 8)

Figure 6.

The posterior distribution of 82 given r; and zo will be a gamma distribution With

2 2
paramelers (Z o+ Y n) and (3o + 2e). The resulting influence diagram is:
t=0 t=1

2 2
(8, |x,.x2)~6(§oat+ tZ‘{xt. Bo+ 2e)

Figure 7.

By induction we are able to get the general influence diagram for any rating period t = T.
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dr~Glayq. fo+(T-l)e)

I-1 El
(8, 1dqy)~ O Japdx, Bos (r1)e)
tw) twl

T T-1
In other words, (8rldr_1) = (671 + 6r)ldr—1) ~ G(L ar + 3 @, 8+ (T — )e).
t=0 1

t=

Figure 9.

The final influence diagram is obtained by performing the arc reversal operation.

Figure 10.

Therefore, for any rating period T, the general formula for this model is:

T T <)
(Brldr) ~ G(>_a:+ Y 7,8 + Te), where by = 6+ _ & and dr = (z1,...,27)-
t=l

=0 =1
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4. THE MULTIPLICATIVE MODEL

4.1. Assumptions

This model should be used for processes that are judged to get better as time goes by. In
this case, we also start with the initial quality index 6. At each rating period ¢, the quality
index will be given by & = 6;.1(1 = &) where 0< & < 1,t=1,....,T and Oy = 0. & is
the proportion by which the analyst judges that the process got better at time .

As before, (z¢/0;) ~ Poi(ef) where e is the expected number of defects in the sample
when the quality standard is met. We remain with the assumption that e is constant for
all periods t = 1,...,T. Again, the assumption of exchangeability is not nceded and the
following influence diagram will represent the Multiplicative model:

Figure 11.

The influence diagram representation requires an assessment of a joint distribution for
the random quantities appearing in the modcl. The easiest thing 10 do is to assess prior
distributions for # and for the &’s, since it is been already assumed that (z¢|6;) ~ Poi (e8:).

The gamma distribution is a sensible assessment for 6.

Since 0 < § < 1, beta distributions are reasonable assessments for the &'s.

Afler T rating periods, the analyst is interested in the posterior distribution for the quality
index &p. The posterior distribution obtained for #7 when the Multiplicative model is used
is gamma. In symbols, (87|dy) ~ G(ar, Br). If the assessment for &7 is a beta distribution
with parameters ar and by (67 ~ Blar, by)), then ap = by + zp. If the assessment for the
initial quality index & is a G{aq, 5p), then By = By + Te.

The Multiplicative model requires some constraints on the parameters of the distributions
assessed to the 8°s. These constraints will be understood as the model is explained and the
solution is worked out. The first step is to assess a gamma distribution for 8 : 8 ~ G(ag, ).
The assessment for §; should be of the form:

6 ~ B(ay, by} where a; + by = ap and B(a;,by) means a beta distribution with pa-
rameters a; and by.

At rating period ¢, we will have:

(8e-1]ds 1) ~ Glae-1, 8- 1) and & ~ Blay,b) where ag + by = oy fort =1,..., 7.

In other words, the assessments for the 6's must be such that the parameters of the beta
distribution assessed for & will depend upon the parameters of the posterior distribution of
B¢ given dy- 4.
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The choice of ap and Sy, which will reflect the analyst’s opinion about thc process
average, is free. The choice of a; and by is constrained by the relation: a; + b, = a;1. This
means that there is a trade-off between the mean and the variance of §; and the analyst must
keep it in mind. It is more intuitive to assess the mean of §; because it expresses the mean
proportion by which the analyst judges the process is changing. Nevertheless, this choice is
not completely free because it could lead to an unrcasonable variance.

As in the Additive model, the influence diagram that represents this model has to be
constructed as time goes by. At each rating period, new nodes referring to the curmrent period
are added to the influence diagram and the assessments of these nodes are made based upon
the posterior distribution of the nodes referring 1o previous periods.

Before we proceed with the solution for this model, let us explore an interesting char-
acteristic of the gamma and beta distributions. Suppose that z ~ G(a, 8),y ~ G(b, 8) and
r I yla,b, 3. Then, we know that z + y ~ G(a + b, 3) and +5 ~ Bla,b). Moreover,
755 Uz +y. This suggests that under svitable conditions, the product of two random quanti-
tics, one having gamma distribution and the other having beta distribution, may have gamma
distribution. Hence, theorem 4.1, which can be easily proved, follows:

Theorem 4.1, Suppose thar (fla, 3) ~ G(a, 8), (8la,b) ~ B(a,b) with a+ b = «, and
Ol éla,ba,B.
Then: [8(1 — 6)|b, 3] ~ G(b, 5).

4.2, The Solution

Starting with rating period ¢ = 1, we have the following influence diagram.

(8lap, By) ~X ag, Po) o @

(blhrbl) -Bla;,by

0.-0(1‘51)

(xy18 ;) ~ Poi [ed (1-8,)

Figure 12.

By theorem 4.1, this diagram may be redrawn in the following way:

(xy18;) ~Poi(eB)

(el'blo ’0) s G(bl' “d

Figure 13.
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The objective is to reverse the arc and to compute the posterior distribution of 8, given x;.

(°||¢1-5|)'«¢|-°1)
where C'-b" %,
and Py=fpre

Figure 14.

The general solution, for any rating period ¢ = T, may be obwained by induction. It is

illustrated in the following sequence of influence diagrams:

(Byg lapy 4Py )~O(ar,y.Py,y)
where b"-l .Do‘ (T-1)e and
@y isa function of Gy, 81— 2py b o by, By

(a‘l'hvw-m"vh)
where a;4bpeay,

2.

0 o @ (xTIOT)-hi(.Dr)

(9r)  (Brtany Bra ) =Glartary br,)

(oriar, Pr)~KanP M)
where fr=pPp+Te
and Qp=ap4 Oy +Xy.

Figure 15,
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In other words, the posterior distribution of the current quality index is given by:

{(frlar, 81} ~ Glar, Br) where ar = by + 27 and 3p = 5y + Te.

5. MIXED SITUATIONS

A situation in which the quality alternatively improves and deteriorates is surely of some
interest. The best solution for those cases is to alternate the use of the Multiplicative and
the Additive models. This procedure is straightforward because in both cases the posterior
distribution of the quality index at any period ¢ = 1, (fi—1|d¢—1) is a gamma distribution.
Conscquently, if the analyst belicves that the process got beuer at period ¢, she should switch
to the Multiplicative model cven if the Additive model was used up to that time. If it is
believed that the process got worse at rating period £, the Additive model should be used.

Due to the mathematical tractability of both models, this is a much better idea than to
use always the Multiplicative model, with the multipliers being allowed to span a range
containing the value 1 or to use always the Additive model allowing the “increments™ & to
be negative.

6. EVALUATING THE ALTERNATIVE MODELS THROUGH SIMULATION

The performance of the altemmative models can be evaluvated if they are used to construct
control charts for simulated production processes whose quality indexes are known. Four
different production processes have been simulated. Twenty rating periods have been con-
sidered in each process and the expeeted number of defects in the sample when the quality
standard (e) is met has been 7 in all cases.

The first production process is in control and on target. This means that the quality
index, @, is 1 for t = 1,...,20 and at each rating period the number of defects in the lot,
2y, will be generated from a Poisson distribution with mean le. In symbols z¢ ~ Poi (7).

The second production process is in control but the quality index is twice as large as the
target. In symbols, 8, = 2 and x; ~ Poi(14) for all £.

Finally, we simulate a process in which there is a sudden change. =3 ~ Poi (7) for
t=1,...,10 and 7y ~ Poi(14) for t = 11,...,20. In this case, the objective is to
investigate the models” efficiency in detecting a sudden change in the process.

Both the Additive and the Multiplicative models were applied to the production processes
in order to estimate their quality indexcs.

In Hoadley's model, all prior distributions were fixed at time ¢ = 0. To analyze the
Additive and Multiplicative models through simulation, we will make a similar assumption.
However, instead of assuming exchangeability, we assume that 8, goes to zero that is, the
process tends to statistical control as time elapses.

Recall that in the Additive model the &’s represent the amount by which the analyst be-
lieves the process has degraded. In the Multiplicative model, the &’s represent the proportion
by which the analyst judges the process has improved. Consequently, the assessments for
the &'s should be such that their influence reduces to zero as ¢ increases. This is appropriate
in cases that the process is believed in control.

The assessments for the Additive model will be: & ~ G (3, a0 + {t — 1)e).

The assessments for the Multiplicative model are: & ~ B (1, a0y — 1).

By minimizing the effect of the 8’s in this way, we achieve a certain degree of objectivity
in the evaluation of the alternative modcls. It should be pointed out that the main difference
between the Additive and the Multiplicative models is the role of the é's. Since the &'s
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have no influcnee in our case, we do not expect to find a remarkable difference beiween the
performances of the Additive and the Multiplicative models in the simulated processes.

Both models require a prior probability for the initial quality index #. We begin with a
gamma distribution having parameters ag = Sy = 3, which is equivalent to assessing mean
I and variance 0.20 for 8. This is done for all simulated production processes.

The charts ploued in the sequel represent the analysis of the production processes via
the alternative madels. They are based upon the posterior probabilitics for the quality index
given the simulated data. The dots represent the posterior mean for the quality index at
each rating period. A whisker represents one posterior standard deviation. Consequently,
the intervals depicted in the charts are two standard deviations long and are centered on the
posterior mean,

Processes in Statistical Control

25"
Additive Model
2.0 7 Process in Control
” 154 [
g; {Hﬁimmmn
< 0.5
1
Q0T T T T nating periods
0 2 4 6 8 10 12 14 16 18 20
Figure 16.
' - Multiplicative Modal
Process in Contral
204
> '
I o) {]qapanatpaanssess
0.5
0.0 T ——rT Ty fating periods

0 2 4 6 & 10 12 14 16 18 20

Figure 17.
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Figure 19,

As we may see, both models yield posterior means that are in a straight line parallel
to the time axis if the process is in statistical control. Figures 18 and 19 show processes
in which the quality index is twice as large as the target. Despite the fact that the prior
mean assessed for 6 was 1, the models were able 1o capture the information provided by the
simulated data and the posterior mean for #; approximates 2 for ¢t > 2.

Note that the posterior standard deviations get smaller and smaller as time goes by.
This is obvious because as ¢ increases, more samples are collected and more information is
extracted.

Processes Out of Control — Sudden Change in the Quality Index

The following charts illustrate processes in which the quality index changes from 1 to 2
in the 11'" rating period.

It is easy to observe in the charts that from rating period 11 on, the posterior means of
the quality indexes start to increase systematically. Despite the fact that there is a sudden
change in the quality index from | to 2 at rating period 11, the charts do not show a jump
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Figure 21.

from 1 to 2. Instead, they show a gradual change starting at period 11. This happens because
by period 11, a great deal of information supporting the fact that the quality index should be
around 1 have been assimilated. Good past history tempers an obscrved change. The more
rating periods we have in the past, the greater is the incrtia preventing the indication of a
sudden change. In other words, the models are robust against statistical “jitter”. They do not
overreact to a few more defects.

Whenever a change of trend in the quality index is detected, one must suspect that there
might be a sudden change in the process. In that case, the recommended procedure is 1o
restrict the use of past data and to start recalculating the quality index from the point the
change is detected. For example, in our case, the trend of change in the quality index started
at period 11. Therefore, at period 11, ¢ should be reset to 1, a wide prior distribution based
on past data and expert judgement should be assessed to the quality index and the process
must start all over.
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7. CONCLUDING REMARKS

it is important to note that the models proposed in this paper require an intense and interactive
participation of the analyst dealing with the production process in the distribution assessments.

As was pointed out, the system of prior assessments suggested in the paper will produce
variances for the &'s that become smaller and smaller as time goes by. Although this behavior
can be justified by the fact that the analyst is becoming more acquainted with the process
as time evolves, it may be sometimes too restrictive. However, it is sensible to belicve that
an analyst that deals dircctly with the production line and is familiarized with it should be
able 1o reset L to 1 and rc-assess new distributions for é; and for & whenever she thinks the
variances became too small.

The next step would be further exploration of the proposed system of priors that would
allow more freedom of choices to the analyst in charge of the production line. Perhaps, a
simulated study of a sitation for which & is some function of &-; would be worthwhile.

Another interesting point to be investigated is the detection of the changing time for the
cases in which the production process gets out of control. There is some literature about this
topic but the specifics about quality assurance in production processes arc worth exploring.
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